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With AC microwave measurements from 10 MHz up to 50 GHz and DC nano-
volt level measurements we have investigated the superconducting phase transition
of YBayCu3zO7_s films in zero magnetic field and electrical transport properties of
single walled carbon nanotube networks.

We studied the microwave conductivity of YBayCuzO7_s thin films around T,
for different incident microwave power and observed that the microwave fluctuation
conductivity deviates from scaling theory at low frequency around 7T,.. We system-
atically investigated the length scales involved in AC measurements and found the
probed length scale depends on both frequency and current. At low current den-
sity J but high frequency w, we observed critical behavior without hindrance from
finite-size effects. However, at low current density J and low frequency w, the ex-
perimentally probed length scale L ¢ may approach the thickness d of the sample,
and then the critical behavior will be destroyed by finite-size effects. In this regime,

we can not observe the phase transition.



With very small applied microwave power, specifically -46dBm, and high fre-
quency data, we have investigated the critical fluctuations of YBayCu3O7_s thin
films around 7,. It is shown that the determination of T, is crucial for obtain-
ing critical exponents. Improved temperature stability and conductivity calibration
allow us to take high quality data at small temperature intervals (50mK). This im-
proves the conventional data analysis method and allows a new method of extracting
exponents to be developed. With these two methods, consistent values of T, and the
critical exponent were precisely determined. Experiments on 6 samples have been
done and the results give a dynamical scaling exponent z = 1.55£0.15. The scaling

behavior of the fluctuation conductivity is also established.

We have also investigated fluctuation effects of Y BayCusO7_s by doing frequency-
dependent microwave conductivity measurements and dc current-voltage character-
istics on the same film. The dc measurement verified that the applied microwave
power -46dBm in our ac measurement is small enough for the correct determination
of T, and critical exponents. For both dc and ac experiments the scaling behavior of
the data was investigated. We found that the dc measurement could be affected by
disorder. For high quality YBCO films and crystal, the critical exponent z is also

around 1.5, which is consistent with ac measurement.

Finally, using our broadband experimental technique and DC current-voltage
characteristic measurement system, we measured the transport properties of single-
walled carbon nanotube films. Based on the real and imaginary parts of the mi-
crowave conductivity, we calculated the shielding effectiveness for various film thick-
ness. Shielding effectiveness of 43 dB at 10 MHz and 28 dB at 10 GHz is found for
films with 90% optical transmittance, which suggests that single walled carbon nan-
otube(SWCNT) films are promising as a type of transparent microwave shielding
material. We also investigated the frequency and electric field dependent conduc-
tivity of single walled carbon nanotube networks of various densities. We found

the ac conductivity as a function of frequency follows the extended pair approx-



imation model and increases with frequency above an onset frequency wqy which
varies over seven decades with a range of film thickness from sub-monolayer to 200
nm. The nonlinear electric field-dependent conductivity shows strong dependence on
film thickness as well. Measurement of the electric field dependence of the resistance
R(|E]) allows for the determination of the localization length scale L of localized
states, which is found to systematically decrease with increasing film thickness. The
onset frequency wy of enhanced ac conductivity and the localization length scale L
of SWCNT networks are found to be correlated, and an empirical formula relating
them has been proposed. Such studies will help the understanding of transport

properties and broaden the applications of this novel material system.
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Chapter 1

Introduction

In the field of condensed matter physics, one of the important feature of matter
are their electronic properties. In my work, I developed a broadband frequency
measurement system, which can measure electrical conductivity of a sample from DC
to 50 GHz and from room temperature to cryogenic temperature. With this setup,
along with DC nano-volt level measurements, I investigated the superconducting
phase transition of YBayCu3O7_s films in zero magnetic field. More than that, I
also measured the transport properties of single-walled carbon nanotube films, and
these studies will help the understanding of transport properties and broaden the
applications of this novel material system, single walled carbon nanotube(SWCNT)
films. The superconducting phase transition is the focus of my research, and this

chapter will serve as its introduction.

1.1 Introduction to Superconductivity

Superconductivity was first discovered in 1911 by the Dutch physicist Heike Kam-
merlingh Onnes.[1] After liquifying helium in 1908, Kammerlingh Onnes obtained
the refrigeration technique to reach temperatures of a few degrees kelvin. In 1911,
Kamerlingh Onnes began to investigate the electrical properties of metals at ex-

tremely cold temperatures. He measured mercury’s resistance and saw that at 4.2



K (-269 °C), the resistance vanished abruptly. Below 4.2 K, an electrical current
could pass without dissipation through the sample. According to Kamerlingh Onnes,
"Mercury has passed into a new state”. Kamerlingh Onnes called this newly dis-
covered state, Supraconductivity. In 1913, Onnes was awarded the Nobel Prize for
"his investigations on the properties of matter at low temperatures which led, inter
alia, to the production of liquid helium”.

The next hallmark to be discovered was perfect diamagnetism, found by Walther
Meissner and R. Ochsenfeld in 1933.[2] They found that not only a magnetic field
is excluded from entering a superconductor, which could be explained by perfect
conductivity, but also that a field in an originally normal sample is expelled when it
is cooled through T.. This effect, called the Meissner Effect, causes a phenomenon
that is a very popular demonstration of superconductivity.

Whenever a new scientific discovery is made, researchers must strive to explain
why it happens. In 1935, the brothers F. and H. London gave a description of these
two basic electrodynamic properties of superconductors.[3] After that there was not
much progress until the 1950s, at which time some remarkably complete and sat-
isfactory theoretical pictures came out. They are the phenomenological mean-field
theory of Ginzburg and Landau (GL) in 1950,[4] and the fundamental microscopic
theory of J. Bardeen, L. N. Cooper and J. R. Schrieffer(BCS) in 1957.[5] Very soon,
Gor’kov(1959) showed that the GL theory could be derived from the BCS theory
in the appropriate limit of parameter space[6], and then the basic understanding of
the theory of superconductivity was complete.

In 1986, Georg Bednorz and Alex Muller at IBM in Zurich Switzerland found
superconductivity at 35 K, a startling 12 K above the old record for a super-
conductor, when they were experimenting with a particular class of metal oxide
ceramics called perovskites.[7] Soon after that in February of 1987, a perovskite
ceramic material was found to superconduct at 90 K. Because these materials su-

perconduct at significantly higher temperatures they are referred to as high tem-



perature superconductors(HTSC).[8, 9, 10] Since then scientists have experimented
with many different forms of perovskites producing compounds that superconduct
at temperatures over 130 K.

These new superconductors seem to obey the same phenomenology as the classi-
cal superconductors, but the basic microscopic mechanism might be different. The
high critical temperature and short coherence length of HT'SC make fluctuation ef-
fects much larger than those in conventional superconductors.[11, 13] This makes GL
theory incomplete to describe the behavior of HT'SC. Since the discovery of HTSC,
a great deal of work has been done in this field investigating the phase transition in
both zero and non-zero magnetic field.[14] Understanding the effects of fluctuations
is also important for applications of HTSC, such as high-field magnets and passive
microwave devices.

Currently, a great effort is put in investigating high temperature superconduc-
tors. The ease of cooling the new superconductors has greatly influenced the de-
velopment of new materials, material fabrication, and increased the number of ap-
plications of superconductors. Thanks to the increased cryocooler reliability and
decreased cost associated with cooling devices at temperatures greater than 20 K,
electric power applications, high-field magnets and passive microwave devices made
from high temperature superconductors are gradually becoming practical. The his-

tory of superconductors is only just now beginning.

1.2 Superconducting Phase Transitions

Over the years the basic theoretical understanding of superconductivity has been
developed in a series of stages. Among these theories, Ginzburg and Landau theory
is not very complex in its mechanics, but still powerful in phenomenological insight
and provides a convenient foundation for understanding the basic phenomena of

superconductivity.



In Ginzburg Landau theory, a complex order parameter,)(r) = | (r)[e*™), is
introduced, where the density of superconducting electrons is given by ng(r) =
|4p(r)|?. This order parameter is assumed to go to zero at T,5. Note that T, is the
mean-field transition temperature, which can be different from the actual transition
temperature, T.. GL theory requires that the order parameter ¢ (r) is small in
magnitude and varies slowly in space and in time so that the free energy density can
be expanded in powers of 1| and |V)|. This is not the case very close to T, where
fluctuations can cause the order parameter (and the density of superconducting
electrons) to vary greatly over small distances and short times, which means |V|
is large and comparable to |¢)|. However, all discussions of superconductivity begin
here and we can still get important results for thermal fluctuations based on GL

theory.

In GL theory, the free energy density is given by[15, 17, 16|

R h . H?
GV — g Ayl + B2

FAT) = Fu(T) + alul? + Dyl + (1)

2m*

where f,(T) is the normal state free energy density at temperature 7' in zero field,
and o and [ are material parameters. The parameter m* determines the energy
cost associated with gradients in ¢ (r). It has dimensions of mass, and it plays the
role of an effective mass for the quantum system with macroscopic wave function
¥(r). q* is effective charge.

In zero field, considering that the order parameter varies in space, for this case,
¥ (r) will minimize the free energy. According to the variational method we can find

that the free energy will be a minimum when[15, 17, 18]

2

f g
——— V% + ——— V[P + ¢ = 0. 1.9
2 ap L W P Y[+ (1.2)

Here we Taylor expanded « about T, to the lowest order o(T) = onTC;—;T. Eq 1.2

predicts that changes in 1) occur over a characteristic length . A detailed discussion



of this characteristic length ¢ will be given in chapter 3. Here I just give the result:

R2T,
_ co for T > T, 1.3
= \/2m*ao\T T O T e (13)
R2T,
- co for T < T, 1.4
: \/4m*ao\T T T (14)

This length scale is identified as the correlation length. This is the characteristic
length over which the order parameter ¢ is uniform. In a pure superconductor far
below T,, £(T) ~ £(0), which is the temperature independent Pippard coherence
length; however near T,, £(T) diverges as (T.o — T')~"/2.

Since the penetration depth A also diverges as (7o — T)_l/ 2 near T, the ratio of
the two characteristic lengths £ and A is approximately independent of temperature.
This ratio is the famous dimensionless Ginzburg-Landau parameter x:
NT)  23/2xH(T)N(T)

&) P |

here A\(T') is the penetration depth, £(7') is the GL correlation length, H.(T') is the

(1.5)

K

critical field and ¢y = % is magnetic flux quantum. In the classic pure supercon-
ductors, k < 1(type I), but in dirty superconductors or in the high-temperature
superconductors, x may be much greater than 1(type II). The value k = 1/v/2

separates superconductors of type I and I1.[15]

1.2.1 Type I Superconductors

The first discovered superconductors, such as mercury, lead and indium, are all type
I superconductors. The Type I superconductors are mainly comprised of metals and
metalloids that show good conductivity at room temperature. The thermodynamic
phase diagram of Type I superconductors is relatively simple, and is shown in Fig.
1.1.[15]

When subjected to an increasing external magnetic field, the magnetic field

remains zero inside a type-I superconductor until suddenly the superconductivity



is destroyed. The field at which this happen is called the critical field, H.. Fig.
1.1 sketches the critical field for different temperatures, H.(T'). H.(T) separates the
normal (resistive) state from the superconducting state (resistance R = 0). For type
[ superconductors, below H.(7T) the material is always in the Meissner state, and

the magnetic field inside always remains zero.

He(o) | He(M

Superconducting

Temperature  Tc

Figure 1.1: Phase diagram of a type I superconductor. The critical point at zero

applied magnetic field is a second-order transition.

For any point, H > H.(T) (however, T' < T, and H < H.(0)), in the phase
diagram of type I, as the temperature is lowered, the superconductor will change
from the normal state to the superconducting state and expel all the magnetic
field inside itself. This is a phase transition. Because this procedure will require
additional energy — a latent heat — the transition is first order.

Ehrenfest made the first attempt to classifying phase transitions. The Ehrenfest
classification scheme labeled phase transitions by the lowest derivative of the free

energy that is discontinuous at the transition. The phase transitions that exhibit a



discontinuity in the first derivative of the free energy with a thermodynamic variable
is first order transition. The various solid/liquid/gas transitions are classified as a
first-order transitions because they involve a discontinuous change in density, which
is the first derivative of the free energy with respect to chemical potential.

If the first order derivatives of the free energy are continuous, however, and the
second derivative of the free energy has a discontinuity, then the phase transition
is a second order. The second order phase transitions include the ferromagnetic
phase transition in materials such as iron, where the magnetization, which is the
first derivative of the free energy with the applied magnetic field strength, increases
continuously from zero as the temperature is lowered below the Curie temperature.
The magnetic susceptibility, the second derivative of the free energy with the field,
changes discontinuously.

Under the Ehrenfest classication scheme, there could in principle be third, fourth,
and higher-order phase transitions. The Ehrenfest scheme is the first attempt of clas-
sifying phase transitions. It does not take into account the case where a derivative
of free energy diverges, or that some n'* derivatives may be continuous while others
are not. The Ehrenfest scheme is an inaccurate method of classifying phase tran-
sitions. In the modern classification scheme, phase transitions are divided into two
broad categories: first-order phase transitions and continuous phase transitions.,
also called second-order phase transitions.

First-order phase transitions are those that involve a latent heat. During such
a transition, a system either absorbs or releases a fixed amount of energy. Because
energy cannot be instantaneously transferred between the system and its environ-
ment, first-order transitions are associated with "mixed-phase regimes” in which
some parts of the system have completed the transition and others have not. Many
important phase transitions fall in this category, including the solid /liquid /gas tran-
sitions.

The second class of phase transitions are the continuous phase transitions, also



called second-order phase transitions. These have no associated latent heat. In these
transitions, the first derivative of the free energy(and the entropy) is continuous.
Since there is no additional energy required to switch phases, small variations in
energy can cause local changes in the phase of the material. These variations are
called fluctuations, which will be discussed in detail later in this dissertation.

For type I superconductors, the phase transition from normal state to supercon-
ducting state is first order, except for one point that is at zero applied magnetic
field. There is no magnetic field to expel and no latent heat involved in the process
and so the transition in zero field is second order. The point in the phase diagram

is called the critical point.

1.2.2 Type II Superconductors

Type II superconductors behave differently from type I superconductors. They have
a more complicated and controversial phase diagram. The simplest model phase
diagram is shown in Fig. 1.2.1

In this simplest theory of type Il superconductors, there are two different critical
fields, denoted H.;, the lower critical field, and H. the upper critical field. For
smaller values of applied field, below H., type II superconductors behave similarly
to type I and they are superconducting (R = 0) and expel magnetic fields (Meissner
state). However, for a type II superconductor, once the field exceeds H.;, magnetic
flux does start to enter the superconductor. As the applied field H is increased, the
magnetic flux density increases gradually. Finally at H.,, the superconductivity is
destroyed and the material goes into the normal state.

Between the two critical fields, in which type II superconductors differ signif-
icantly from type I, H,; < H < H., magnetic flux penetrates the superconduc-

tor in small tubes and each tube carries a quantized amount of magnetic flux,

!Basic information on type II superconductors is from Refs. [15] and [19].
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Temperature Te

Figure 1.2: Phase diagram of a type II superconductor. Both H.(T') and H.(T)
are second-order phase transitions. The critical point at zero applied magnetic field

is also second-order.

Oy = h/2e = 2.07 x 107 T-m?. The center of these magnetic flux tubes act in
many ways as a small piece of normal state material. The electrons outside the
cores are in the superconducting state. The normal cores are surrounded by circu-
lating supercurrents. Because of long-range interactions the normal cores and these
circulating cupercurrents often form a flux-line lattice.[18] A normal core with a
circulating supercurrent is also called a ”"vortex”. As the vortices enter a super-
conductor, it forms a "mixed” state. Without defects, when an external current is
applied, the vortices will move and the normal electrons in the cores can dissipate
energy and the resistance(defined as ¥) does not vanish. So in the strict sense of

1

zero resistance, the mixed state is not a superconducting state. In practice because



of pinning on defects in the material, the vortices often move very slowly and make
the resistance immeasurably small in the mixed state. However, the early theories
incorporating sample imperfections still predicted that % approaches a constant as
I vanishes for all non-zero temperatures.[20, 21, 22] Thus the early theories did not
predict the mixed state to be superconducting.

In the area of H, < H < H.,, the superconducting electrons are correlated over
all length scales in a pure defect-free superconductors. So in terms of the defini-
tion of long-range electronic coherence, the mixed state is superconducting. In this
simple conventional model, there is a phase transition at H.. Upon approaching
H(T) from below, the field inside the superconductor smoothly approaches the
applied field, making H.(T') a second-order transition. Besides in typical type II
superconductors, H.;(T) is also a second-order phase transition separating a super-
conducting (R = 0) from the non-superconducting mixed state. However, in low-x

systems, H,; can be a first-order transition.?

1.2.3 The Vortex-Glass Transition

In 1986, a new type of superconductor, Lay_, Ba,CuO, (LBCO) with T, = 35K was
discovered.[7] Very soon, a big jump to T, of 90 K followed with the discovery of
Y1BasCuszO7_s (YBCO).[8, 9, 10] In these HT'SC materials, the effects of thermal
fluctuations are much larger than the conventional superconductors due to their
higher critical temperature, shorter coherence length, larger magnetic penetration
depth and quasi-two-dimensionality.[54]

The extraordinarily enhanced fluctuation effects in HTSC attracted researchers
to review the phase diagrams of the type II superconductors. Based on renormalization-
group and scaling ideas, Fisher, Fisher and Huse (FFH) made a important modi-

fication of the type II phase diagram. They proposed that there are two different

2See p. 157 of Ref. [15].
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Figure 1.3: Phase diagram of a type II superconductor with the vortex-glass transi-
tion. The proposed phase transition within the mixed state (H,(T)) is predicted to
be second order. H.o(T') is no longer a phase transition, but rather a broad crossover

from vortex-liquid to normal states. There is still a critical point at H = 0.

states between lower and higher critical fields instead of a single mixed state. These
new states are are the vortex glass and vortex liquid. The new phase diagram is

shown in Fig. 1.3.[54]

Above H.(T) there are vortices inside superconductors. However, at low tem-
peratures, the vortices are pinned and not able to move, so there is no dissipation,
corresponding to a supercondcuting(zero-resistance) state in the mixed state. As
the temperature increases, the vortices will start to move and are able to dissipate
energy, corresponding to a vortex liquid state. The name of vortex glass and vor-
tex liquid partially tell their characteristics, unmovable and movable. A line, called

H,(T), separates the vortex-glass from vortex-liquid phases, and also the supercon-
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ducting state from the normal state. Because the vortices are not expelled from the
superconductor and there is no energy cost here, the vortex-glass transition is ex-
pected to be second-order.(Maybe first order transition in some limit, low-x systems)
In this phase diagram, the H.(T) does not correspond to any phase transition, but
a broad, continuous crossover to the normal state.

After the FFH theory of the vortex-glass phase diagram, lots of work has been
done to investigate the phase transition of HT'SC. A consensus was gradually reached
that the vortex-glass transition does exist. D.R. Strachan, a former student in our
group, investigated this transition, discussed the validity of how researchers deter-
mine the parameters governing the transition, and called into question whether the
vortex-glass transition exists or not.[95] On the other hand, in zero field the exis-
tence of a second-order phase transition is not in doubt and at least in principle
the critical parameters for this transition are well known. M. C. Sullian, another
former student in our group, investigated the normal-supercondcuting phase transi-
tion in zero field and hoped to clarify the controversial vortex-glass transition with
the zero field result. In spite of many of experiments done to determine the critical
exponents in both zero field and in finite magnetic field, there is still no consistent

interpretation.

1.3 Fluctuations in Conventional Superconductors

At any non-zero temperature, fluctuations occur because a system can borrow an
energy k7T from its environment. For T' < 7. , this makes it possible to temporarily
increase the energy of a small volume of the superconductor, perhaps enough to
drive the small volume into the normal state. For T" > T, the opposite can happen
and a small volume of normal state can go to the superconducting state. Simply
speaking, the effect of thermodynamic fluctuations allows us to observe some quasi

normal state properties below 7. and some quasi superconducting state properties
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above T, and round off the sharp corners and discontinuities which otherwise would
be expected to occur at T.. More concretely, above T, fluctuations towards the
superconducting state lead to the appearance of excess conductivity, diamagnetism,
specific heat, and tunneling currents; below 7., fluctuations towards the normal
state lead to the appearance of resistance in thin wires and the breakdown of fluxoid
quantization in small rings.

In conventional superconductors, these fluctuation effects are generally small, but
they are still measurable experimentally, particularly in superconducting samples of
reduced dimensionality (on the scale of the Ginzburg-Landau coherence length),
such as thin films, whisker crystals, and powders.[51]

In high-T, superconductor, the effects of thermal fluctuations are dramatically
enhanced due to their high critical temperature, short coherence length, larger mag-
netic penetration depth and quasi-two-dimensionality.[54] Close to T, there is a
regime where the fluctuations are large and dominate the properties of the super-
conductors, called the critical regime. The critical regime and the properties of
superconductors in this regime will be discussed in detail in chapter 3. The large
thermal fluctuations enhanced the critical regime of high T, superconductor com-
pared to conventional superconductors. Take YBCO for example, although different
estimation methods give a critical regime ranging from 0.01K to 5K wide around
T, they all agree that this region is experimentally accessible since good laboratory
measurement stability in temperature is of the order of millikelvin. This permits
study of fluctuations in far greater detail and provides the opportunity to measure
critical behavior near the superconducting phase transition.

Although we are more interested in the fluctuations in the HTSC, fully un-
derstanding fluctuations in the conventional superconductors is necessary, which is
helpful and illuminating for the research of HT'SC. Ginzburg and Landau theory is
powerful in phenomenological insight and provides a convenient foundation for un-

derstanding the basic phenomena of superconductivity. GL theory and its extension
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describe well fluctuation effects in conventional superconductors. In this section, we
will review some experimental phenomena and theoretical work on fluctuations in

the conventional superconductors.

1.3.1 Zero-dimensional Superconductors

Zero-dimensional means the size of the particle is less then the correlation length
&. In this case the order parameter ¢ can be seen as uniform and there is no need
to consider the spatial variation of the order parameter. For a zero-dimensional

particle of volume V', the GL free energy relative to the normal state is simply:

F = (alu P + 5010V (16)

Because of thermal fluctuation, the values of the order parameter with F —Fy < kgT
should also occur. The magnitude of the fluctuations of the order parameter, di

can be estimated[51]:

(6)? ~ kpT/(2]alV) T < T, (1.7)

(00)? ~ kpT/(aV). T >T, (1.8)

Fluctuations get large near T,.(a — 0) or for very small particles (small V).
Because of fluctuations the value of |¢|? is not fixed, the measurable quantity is

< [@]? >, which is the average of |1|* over time. An exact solution for < [¢)|* > can

be found by taking a direct thermodynamic average over all possible values of the

order parameter:
<ot o JIUPETPCE kST
[ exp(—F/kgT)d*y

This result was first obtained by V. V. Shmidt in 1967[27] and was later re-derived

(1.9)

by Parkinson and Muhlschlegel et al. in 1972[24, 25].
For a zero-dimensional sample, the most direct measure of < |1|* >is the dia-
magnetic susceptibility. The first experimental observation of the diamagnetic sus-

ceptibility due to fluctuations was first done by Buhrman and Halperin in 1973.[23]
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Figure 1.4: Measured diamagnetic susceptibility of aluminium powders with differ-
ent mean particle sizes. The full curves are the GL theory including fluctuation
effects, averaged over the known particle distributions. (Adapted from Buhrman

and Halperin [23])
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They used a SQUID magnetometer to measure the diamagnetic susceptibility of
aluminium powders formed by evaporating aluminium in an inert gas atmosphere.
These curves are shown in Fig. 1.4.

The superconducting contribution to the specific heat can also be calculated
exactly.[26] Unfortunately the results are hard to test by experiment because it
is extremely difficult to achieve thermal equilibrium among a sufficient number of

isolated tiny particles.

1.3.2 Fluctuations Above T, — — Equilibrium Properties
Diamagnetism

In the Meissner state a bulk superconductor develops a diamagnetic magnetization
M = —H/4m which reduces B to zero inside the superconductor everywhere except
in a small surface layer of thickness A\ (the penetration depth). For temperatures
above T, there is still a small diamagnetic magnetization M’ which comes from fluc-
tuations. This diamagnetic magnetization M’ above T, may be calculated from the

excess free energy per unit volume according to the usual thermodynamic relation:
=J0< F> /0B (1.10)

The free energy density in Eq. 1.10 can be determined via the partition function Z

of the system and is given by:

ko)
< Fo— kT 7 = kT2 Z (228 (1.11)

whe nkz
n=

where
B, = (RP)2m*) (k2 +€72) + (n+ %)th, (1.12)
with wy = e*H/m"c, the index n being over the degeneracy of the Landau levels.
A. Schmid calculated the average free energy density to second order in B and

obtained the zero-field susceptibility:[28]

7T]€BT

X = —gFgf(T) (1.13)
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Figure 1.5: Measured fluctuation magnetization above 7. versus temperature and
field of a bulk cylindrical sample of indium. At large fields the magnetization is

suppressed. (Adpted from Gollub et al.[29])

The first experimental measurement of fluctuation diamagnetism was made by
Gollub et al. in 1969.]29] They found that in lead samples the fluctuation diamag-
netism was still detectable even at approximately twice T.. Some typical data are

shown in Fig. 1.5. Here any value of M’ other than zero is a sign of fluctuations.

In larger magnetic fields, the fluctuations should be smaller and weaker than in
the zero field limit Eq. 1.13.[51] Prange showed the fluctuation magnetization M’
could be written in the form M’'/H'Y?*T = f(z) where f is a universal function of
x=(T-T,/(Tw—T.(H)).[30] However, the experimental results systematically fell
below the GL 'universal curve’ when they were scaled. This disagreement was found
to be a result of the various limitations of the GL theory due to the slow- variations
approximation. To deal with this, Patton et al. proposed the introduction of a
cut-off energy for short-wavelength fluctuations and got a new universal function
f'(x, H/H*), where H* ~ H.(0).

Then Gollub et al. found that such a scaling procedure could indeed eliminate
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Figure 1.6: Universal behavior of scaled fluctuation magnetization at T,y versus
scaled field for a number of materials. The broken curve is the clean-limit micro-

scopic theory and the solid curve is the scaled experimental results. (Adpted from

Gollub et al. [29])
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the material dependence of their results in 1970.[32] Fig. 1.6 shows the remarkable
universal behavior for different materials.

However, in clean materials with long mean free path, the scaling field H, (empir-
ically defined as the filed at which M’ at T, falls to half the GL prediction) is much
smaller than predicted by Patton et al. This discrepancy was discussed later by Lee
and Payne(LP)[34], Kurkijarvi et al.(KAE)[35] and Maki et al.[36] They found that
the effects of non-locality become important at much lower fields than H.(0), and
therefore account for the smaller scaling fields. This is in good agreement with the
dirty-limit microscopic calculations, for which the non-locality is unimportant.

In sum, the study of fluctuation diamagnetism in bulk samples has not only
demonstrated the existence of superconducting fluctuations far above T, but more

over has proven useful for exploring the limits of the GL theory.

Specific Heat

The fluctuation contribution to the specific heat can be calculated similarly by com-
puting the partition function and average free energy similar to the diamagnetism

calculation. If there are no fields we can write the free energy as:
F=> (a+hk/2m*)| el (1.14)
k

where 9, is a term of the Fourier series expansion of ¢(r) = >, ¢rexp(ik-r). Using

T 92

the thermodynamic relation for the specific heat Cy = —5: 77 < F' >, we can get

the specific heat result of the fluctuation part for bulk materials[33]:

Cyv = (kp/8mE3(0))t /2, (1.15)

T-T,
Te

where ¢ is reduced temperature ¢ = . Unfortunately this is too small compared
to the mean-field jump in the specific heat at T in typical clean materials until very
close to T, t = 10711, Even for very dirty materials, in which £(0) is small, it is still

too small to be observable.
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Figure 1.7: Measured heat capacity of an individual thin film. The T,y ~ 2.075K
broken curve shows the =1 contribution from fluctuations expected neglecting the
critical region near T,y. The full curve is a two-parameter fit of a theory which takes

the critical region into account. (Adapted from Zally and Mochel[37])

However, for two-dimensional thin films or in larger magnetic field, the fluctu-
ation specific heat can be enhanced so that it can be measured. Zally and Mochel
were able to measure the heat capacity of individual amorphous Bi-Sb alloy films
using AC calorimetry techniques.[37] In Fig. 1.7 results for one of their thin films are
shown. We see that far away from T, (outside the critical region)the data shows ¢!
dependence. Close to the T, (inside the critical region), the ¢! dependence fails to
describe the data. Gunther and Gruenberg[38] and Grossmann et al.[40] extended
the theory into the critical region by using a Hartree-type approximation, in which
they replaced ¥* by 2 < ¥? > ¢?— < ¢? >? in a self-consistent way. We see an

excellent fit has been achieved in the full curve in Fig. 1.7.
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1.3.3 Fluctuations Above 7T, — — Paracondcutivity

The first-discovered and most striking aspect of superconductors is their infinite
DC conductivity below T,.. Historically and realistically, conductivity phenomena
are always important in studying superconductors. So it is natural to study how
conductivity is affected by fluctuations. For temperatures above T, there is excess
conductivity due to fluctuations, often called 'paraconductivity’ in analogy with
‘paramagnetism’.

Paraconductivity above T, was first derived from the microscopic theory by
Aslamzov and Larkin [55] and then from GL theory by Abrahams and Woo[41]
and Schmid in 1968[42]. Here are the results:

1 e?
DC -1/2
= — t 1.16
1 e
0_2DDCAL = 1—6%1' 1 (117)
7 e2(0)
obS,, = T 3/2 (1.18)
(1.19)

where £(0) is the coherence length at 0 K and ¢t = |T/T. — 1|; d is the thickness
d < &; S is the cross-section area S < £2. Moreover, for samples of intermediate
thickness, we can interpolate between the above forms and get the results. These
predictions were found to be in good agreement with experimental results on dirty
superconductors[122]. Some experimental results are shown in Fig. 1.8.

However, for cleaner films, the predicted universal behavior was not observed.
Maki and Thompson investigated the difference between the AL prediction and the
experimental results and proposed that it comes from the indirect effect of the fluc-
tuations on the quasiparticle conductivity.[56, 57] The AL contribution comes from
the direct acceleration of the fluctuation-induced superconducting pairs. These su-
perconducting fluctuations then decay into pairs of quasi-particles of nearly opposite

momenta. By time-reversal symmetry, the quasi-particles remain in a state of small
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Figure 1.8: Universal variation of the measured excess conductance per square
GH[(k£2/0)~1] due to fluctuations with reduced temperature ¢ above T, for a variety

of amorphous films. The full curve is the Aslamazov-Larkin (AL) theory. (Adapted
from Glover[122])
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total momentum even after scattering from an impurity potential and continue to
be accelerated like they were superconducting pairs. The quasiparticle life is lim-
ited, and they decay in several ways, which ultimately include decaying back into a
superconducting fluctuation. The calculation of the indirect(Maki-Thompson) con-
tribution can be found in many papers. [56] [57] The MT term explained a larger
magnitude and an anomalous temperature dependence of the fluctuation conduc-

tivity observed on cleaner superconductor[51].

Measurement of the conductivity requires the application of an electric field,
which may affect the measured result. This problem was first posed by Smith et
al. in 1968, and solved in the high-field limit by Hurault.[44] Experimentally the £
dependence of the conductivity has been studied by Thomas and Parks[45], Klenin
and Jensen [46] and other researchers.[47] The effects of the magnetic field on the
fluctuation conductivity were also discussed in the late 1960’s and early 1970’s. A

lot of theorists and experimentalists made their contributions, such as H. Schmidt,

P. Fulde, K. Maki, R.S. Thompson, B. Serin, R. R. Hake.[51]

The frequency dependence of the fluctuation conductivity o'(w) gives impor-
tant additional information checking the validity of the time dependent Ginzburg-
Landau(TDGL) theory above T.. The high-frequency components of the fluctua-
tions fall off above a frequency w ~ 1/7, = (1 + k*¢?)/7qr, so that the fall-off of
the conductivity with frequency contains direct information about the time depen-
dence of the fluctuations. The frequency dependence of the AL-term was calculated
by Schmidt [58] using the time-dependent Ginzburg-Landau equation. And there
is also a frequency dependent MT-term, which was calculated by Aslamazov and

Varlamov [59].
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1.3.4 Fluctuations Below 7,

Fluctuation effects exist not only above T, but also below 7., where fluctuations
towards the normal state lead to the appearance of resistance in thin wires and
the breakdown of fluxoid quantization in small rings. Well below T, the effects of
thermodynamic fluctuations are small. The system departs just a little from the
behavior of the ideal superconducting state. Therefore we can describe its behavior
starting from the ideal superconducting state, and then consider fluctuations as a
kind of perturbation from this ideal behavior. This approach is useful in understand-
ing some phenomena below T,.. For example, the appearance of resistive behavior
below T, is caused by fluctuations which lead to individual 'phase-slip’ events. This
approach forms a natural complement to our understanding of the paraconductivity
above T, caused by small departures from the ideally normal state. The phase-slip
idea was developed before the paraconductivity theories, but its full experimental
confirmation came later. Historically, the phase-slip mechanism was proposed by
W. A. Little in 1967 [60]. Then Langer and Ambegaokar(LLA) developed it and [49]
and finally McCumber and Halperin made their contribution in 1970 [50]. Along
with the development of the experimental instruments, such as SQUIDs and high
precision voltmeters, it was possible to measure fluxoid quantization in supercon-
ducting rings and measuring the small resistances directly. In the 1970’s, a lot of
experimentalists put their efforts here and made things clear. They are Lukens et

al, Warburton, Newbower et al. and Miller and Pierce.[51]

1.3.5 Summary

In this section, we described how thermodynamic fluctuations alter the properties
of superconducting materials in the vicinity of the superconducting phase transition
in a number of ways for conventional superconductors. Above T, thermodynamic

fluctuations lead to the appearance of excess conductivity, diamagnetism, and spe-
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cific heat; below T, thermodynamic fluctuations lead to the appearance of electrical
resistance and the breakdown of flux quantization.

When discussing the thermodynamic fluctuations there is a length scale over
which individual fluctuations are important. The length scale is the Ginzburg-
Landau coherence length, which determines the dimensionality of a given sample
geometry. Generally the fluctuation effects are more important in samples with
reduced dimensionality, because the thermal energy kg7 leads to larger effects in
smaller fluctuation volumes (kgT ~ FEP| where D is dimensionality and F is fluctu-
ation induced free energy density change). A fairly complete picture has been given

in this section for the fluctuations effects on the type I superconductors [51].

1.4 Fluctuations in High 7. Superconductors

In the previous section thermodynamic fluctuation effects in conventional supercon-
ductors in the vicinity of the superconducting phase transition have been described.
However, the fluctuation effects in the high temperature superconductor are differ-
ent. In the high T, superconductors, the thermal fluctuation effects are dramatically
enhanced due to a combination of factors of higher transition temperatures, shorter
coherence length(smaller coherence volume), large magnetic penetration depth and
quasi-two dimensionality. It makes the critical regime, in which fluctuations of the
order parameter are important, of high temperature superconductors much larger
than the conventional superconductors and gives a great opportunity for experi-
mental investigation of fluctuation effects. In this section, I will briefly review the

research on fluctuation effects in the HTSC.

1.4.1 Universality

In the modern theory of critical phenomena, there are some important things, such

as the universality of critical exponents, certain critical amplitude ratios, relations
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between the critical exponents and universal scaling functions. Only when we un-
derstand these things will we have a clear understanding of phase transitions and
critical phenomena. From Wilson’s renormalization group, we get a deep under-
standing of the origin of the universality and the critical power laws.

Continuous phase transitions are characterized by the system undergoing a tran-
sition from a symmetric or disordered state to a broken symmetry or ordered
state. [52]. As the temperature changes and approaches the continuous phase transi-
tion, several remarkable phenomena appear, usually with power laws. They are the
so called critical phenomena and the exponents used to characterize those power laws
are called critical exponents. There is an important length scale &, which diverges

at the critical point. This divergence can be described by a power law:
=& t™", £ = sign(t).
Here the critical exponent v and the critical amplitude 55—“ characterize divergence

T-T,
Te

of the correlation length. t is the reduced temperature,t = sign(t) = + above
Te; sign(t) = — below T...

In the vicinity of the critical point, dynamical properties also have anomalous
behaviors, such as transport coefficients, relaxation rates, and the response to time
dependent perturbations. These anomalous properties depend on the equations of
motion and are derivable from relaxation time 7 dependent correlation functions.

Similar to the correlation length, this relaxation time diverges as criticality is ap-

proached, and there is also a power law dependence on reduced temperatures:

|—VZ
)

Te o & o |t

where z is called the dynamic critical exponent and v is the static critical exponent.

One of the important properties here is universality. It turns out that systems
which belong to the same universality class have the same complete set of critical ex-
ponents. According to the spatial dimensionality D and number of order parameter

degree of freedom n, the universality classes have three basic cases:
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e D.,n =3, Heisenberg spins S = (5;, Sy, S;) in D spatial dimensions;
e D,n =2, planar spins S = (5;, Sy, 0)(XY-model),superfluids, superconductors
in D spatial dimensions;

e Dn =1, Ising spins S = (0,0, S,) in D spatial dimensions.

1.4.2 Static Critical Phenomena

It is expected that the normal-superconducting phase transition of HT'SC belongs to
the universality class of 3DXY, D=3 and n=2, with static critical exponent v = 2/3.
Experimentalists have measured thermodynamic properties in zero field, such as
penetration depth, magnetic susceptibility, specific heat and thermal expansivity
to explore the effects of superconducting fluctuations and to determine the static
correlation-length critical exponent v. The following is a brief discussion of the

results if these measurement.

Specific heat and thermal expansivity in zero field

First we consider the critical behavior of the specific heat in zero magnetic field
close to optimal doping. Particularly suitable candidates to assess the occurrence of
this characteristic 3D-XY critical behavior are Y BasCuzO7_, and DyBasCuzO7_,.
The measurements have been done by A. Junod et al. [80], A.Kozlowski et al. [81],
M. B. Salamon et al. [67] and N. Overend et al. [70].

The capacitance dilatometry method makes is possible to measure the expan-
sivity with high resolution without the necessity to subtract a background. Ac-
cording to thermodynamics, we have relations between expansivity(d;), pressure
coefficient(a,;) and specific heat(C') [85] [86] [87]:

T.
a; = 7 piC (1.20)

&fis the expansivity along the spatial direction i, and

1 dT,
= ——F 1.21
Oépl Tc dpz ( )
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denotes the pressure coefficient at 7,. We obtain a relation between the singular

parts of expansivity and specific heat:

+
di = O[pi(z|t|_a + Bi) s db—a = Qp — Qg (122)

1

V. Pasler et al. did such an expansibility measurement. Their results, which
are given in Fig. 1.9, showed fluctuation-dominated behavior over more than two
orders of magnitude of the reduced temperature and are consistent with 3DXY
universality.[71] However, due to sample inhomogeneities there is at present no ex-
ample of a phase transition in solids as clean as the remarkable case of the lambda
transition in superfluid helium, for which over more than 7 decades of scaling have
been observed.[72]

We also note that as t gets smaller, which means at temperature close to 7,
the result starts to deviate from scaling behavior. T. Schneider claimed that this
deviation is due to finite size of the sample. He developed a finite size scaling theory

that will be discussed later.

Temperature dependence of the penetration depth

Since the correlation length ¢ diverges close to T,, one expects that the penetration

depth also diverges and shows critical behavior as:®

oL ol (1.23)
AL Ao

Fig. 1.10 gives the experimental data of S. Kamal et al., which clearly showed
penetration depth deviations from mean field behavior close to T,.. The data is also
consistent with v &~ 2/3. Data of similar quality have been reported by Buzdin et
al. [82], Zech et al. [75], S. M. Anlage et al. [66] and S. Kamal et al.[64]. All the

measurement showed 3DXY critical behavior around T,.

3In GL theory, A oc n;1/2, €oct™/% and A o t71/2; close to T, \ n;1/2 and ny o €71, so

Ao t7V/2; very close to T, A o< € o< t~7. [11, 65]
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Figure 1.9: ay_, = ap — a, versus temperature T and reduced temperature T'— T,
semilog representation. The dashed curves represent a fit yielding AT /A~ = 0.9¢01.1
and |a| ~ 0.018. Adapted from [71]
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Figure 1.10: 3DXY critical behavior of the superfluid density in the superconducting
state of a sample annealed to Y BayCuzOg.92. N3(T = 0)/A3(T') verses T(o,left and
bottom axes) and A(t) verses reduced temperature ¢t = 1 — T'/T, on log-log scale( ¢,

right and top axes). Adapted from [64]

30



Temperature dependence of the diamagnetic susceptibility

Similar to the penetration depth, the diamagnetic susceptibility in the zero field

limit is altered by critical fluctuations. We have:
Xz o [t (1.24)

T. Schneider [75] measured the fluctuation contribution to the susceptibility in
sintered Y BasCusOg9s. In the reduced temperature range 107* < t < 1072, he
analyzed the data and got v = 0.66(5)and T, = 92.14(4) K. The results are consis-
tent with 3D-XY critical behavior. Other groups also reported consistent results,

including M. B. Salamon et al., A. Pomar et al. and R. Liang.[67, 68, 69]

Other evidence of 3DXY behavior

Further evidence for critical 3D-XY behavior have been observed in other experi-
ments, such as the magnetization measurement. From the classical scaling theory,
which is discussed in Schneider’s book [52], the magnetization data should scale
and fall onto a single curve. Salamon et al. [67] measured magnetization for an un-
twinned Y BayCuzO7_, single crystal. With the assumption of v = 2/3, the data col-
lapsed to a single curve very well. Also Roulin et al. [83] and Jeandupeux et al. [84]
got remarkable data collapse from magnetization measurement of BisSroCaCus0s,
which confirmed the agreement of the magnetization data with the 3D-XY scaling

behavior.

1.4.3 Dynamical scaling

We have shown that a great number of experiments have been done to investigate the
static critical phenomena near the normal-superconducting phase transition. Those
experimentalists largely agreed that the normal-superconducting phase transition
belongs to universality class of 3DXY and static correlation-length critical exponent

v~ 0.67.

31



In the vicinity of the critical point, dynamical properties also have scaling behav-
iors. The dynamical properties, such as transport coefficients, relaxation rates, and
the response to time-dependent perturbations, which depends on the nature of the
dynamics near T,, can determine both the static critical exponent v and dynamical
critical exponent z. Fisher, Fisher and Huse [54] gave a general scaling form to
describe the phase transition from the superconducting state to the normal state in
transport properties. In zero field H = 0, the two variables are current density J
and frequency w. This leads to two commonly used methods to investigate the dy-
namical scaling, DC conductivity measurement and AC conductivity measurement.
Now we discuss the two methods separately.

For the DC conductivity measurement, there has been lots of work to investigate
fluctuation behavior and to extract critical exponents.[97, 98, 99] The problem is that
those measurements have yielded a wide range of values for the critical exponents.

The phase transition in magnetic field, which corresponds to the vortex-glass
transition, has been extensively studied using current-voltage(I-V) isotherms and
recently a new criterion has been developed to determine whether or not a phase
transition has occurred.[95, 96] Although there is a trend to believe that a vortex-
glass transition does exists, there is little consensus on the values of the critical
exponents v and z.[97, 98, 99].

In zero magnetic field the existence of an N-S phase transition is not in doubt.
Very close to T.(|T' —T,| < 2K),[11] the transition is commonly believed to obey the
3DXY model, with v = 2/3. For a disordered system, the value of v increases.[77, 78,
79] For the universality class of the 3D-XY (n=2), the dynamical critical behavior
can be model-E or model-A dynamics depending on the conserved quantities. [61]
Contrary to the agreement on the value of v, the dynamics of this transition is
still under debate and the value of z is not clear from both theoretical work and
experimental results. Tab. 1.1 shows some previous theoretical predictions and

numerical simulations on critical exponents in zero field.
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Table 1.1: Previous theoretical predictions and numerical simulations on critical

exponent z in zero field

Exponents z Dynamics References

theoretical prediction | z = 2.0 | Model-A D. S. Fisher et al.[54]

theoretical prediction | z = 1.5 | Model-E | F. S. Nogueira et al. [73]

numerical simulations | z = 2.0 | Model-A V. Aji et al. [74]

numerical simulations | z = 1.5 | Model-E J. Lidmar et al. [77]

The experimental results are even more controversial. From voltage current
characteristic measurement, J . M. Roberts et al. and T. Nojima et al. have found
vortex-glass-like exponents(v = 1.1, z = 8.3) in small fields(< 10 mT).[100] Also
at low fields, others find 3D-XY-like exponents z = 1.25 and v = 0.63 through DC
conductivity measurement[101].

In zero field, T. Schneider and H. Keller reported z = 2 and v = 2/3 in the
reduced temperature range 6 x 1073 < ¢ < 1072 for sintered Y BasCuzOg.o6. For
temperatures close to T, there is a deviation from power-law, which they claim is
due to a finite-size effect.[103] More recently, S. H. Han et al. reported a 2D to
3D crossover and a critical regime with multiple exponents through DC electrical
conductivity measurement of BiySroCaCus0Og, s single crystals.[104]

AC conductivity measurements are another way to test scaling theory and to
obtain the critical exponents. AC measurements determine both the real and imag-
inary parts of the fluctuation conductivity, providing a stringent test of critical
dynamics.[105, 106] Until now, most of the available microwave experimental data
have been restricted to fixed frequencies.[107, 105, 108, 109, 113] Measurements over
a broad frequency range allow us to probe the dynamical behavior of the system.
However these experiments are seldom done, and the available results are inconsis-

tent: Values of z range from 2 to 5.6. Booth et al. systematically investigated the
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frequency-dependent microwave conductivity of YBCO films above T, and obtained
z = 2.3 to 3.[91] Also for a YBCO film, G. Nakielski et al. measured frequency-
dependent conductivity using a contactless method and obtained z &~ 5.6.[110] Os-
born et al. did a similar experiment and discussed the linear and nonlinear scaling of
complex conductivity of BisSroCaCusOs,s(BSCCO) films below T, and obtained
z &~ 2.[111] For an optimally doped Las_,Sr,CuO4(LSCO) film, Kitano et al. found
that their data were consistent with the 3D-XY model with diffusive dynamics:
v~ 0.67,z ~ 2 in a reduced temperature range 0.008 < ¢ < 0.03.[112]

Although lots of work have been done here, there is clearly a lack of consensus
on the dynamical fluctuations of the superconducting transition. Further work to

extract a reliable value of z and v is necessary.

1.5 Summary

In this chapter, I briefly introduced the background to the normal superconducting
phase transition. There have been a lot of work investigating this transition both
in magnetic field and zero field. In my work, I concentrate on zero field where the
existence of a second-order phase transition is not in doubt. It is hopeful that the
zero field result is helpful to clarify the controversial vortex-glass transition.

We use AC measurements over a broad frequency range to probe the dynamical
behavior of the YBCO thin film. Our experimental setup, Corbino reflection mea-
surement system, will be introduced in chapter 2. Following that, chapter 3 serves
as a theoretical basis for our work on phase transitions.

Then in chapter 4, where the growth and characterization of the sample will
be given, the experimental data will be shown and analyzed, and the dynamical
critical exponent will be extracted and discussed. In addition, the power dependence
measurement will also be mentioned, which is the chapter 5.

AC and DC measurements are two commonly used ways to extract critical ex-
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ponents. In chapter 6, I will show the measurement of AC and DC on the same film
and compare the results.

The Corbino reflection measurement is a powerful tool, but not only for the high
T, fluctuation measurement. I also utilize it to measure microwave properties of
single walled carbon nanotube films. The results are shown in chapter 7.

Chapter 8 is a summary of the whole thesis.
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Chapter 2

Corbino Reflection Measurement

Technique

The study of the electronic properties of matter has historically provided much
important information in the field of condensed matter physics. The investigated
materials include not only those commonly used in every-day life like insulators and
metals but also more unusual ones, such as superconducting materials that require
special conditions to reveal their properties. Depending on the energy scale, or
frequency range in another words, that we are interested, the tools used to access
these electronic properties are different. In this chapter first a brief overview of
the techniques used in different frequency ranges is given and then I focus on our
Corbino setup, which is able to measure surface impedance in the frequency range

from 10 MHz to 50 GHz.

2.1 Overview of the Spectroscopy

The electromagnetic spectrum of interest in condensed matter physics distributes
over a very wide frequency range. Presently there is not any single tool which can
cover all relevant frequencies. For different energy scales of interest, the tools are

different. To cover a very large frequency range, one needs to combine different
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tools. Although the tools differ upon the frequency of interest, all spectroscopic
systems normally contain four major components: a radiation source, a detector,
the sample or device under test, and some mechanism to select, to change, and to
measure the frequency of the applied electromagnetic radiation.[119] In this section
I will give a brief introduction to spectroscopy including aspects such as sources,

detectors and measurement techniques.

Any spectroscopy system needs a source to generate electromagnetic waves.
Normally there are four different principles of generating electromagnetic waves:
lasers, Electron beam radiation sources, solid state oscillators and thermal radiation
sources, as shown in Fig. 2.1. At low frequencies(DC to GHz) normally used sources
are solid state oscillators, such as Gunn oscillators or IMPATT diodes. These solid
state devices are monochromatic and often tunable over a wide range. Above the
GHz range, utilizing the interaction of charge and electric field, the accelerated
electron beams can be modulated to create electromagnetic waves.(e.g. klystron,
magnetron, backward wave oscillator, gyrotron) Through this method, coherent
monochromatic sources can be obtained up to about 2 THz. According to Planck’s
law, any matter above absolute zero temperature(0 K) emits electromagnetic radi-
ation, which is black-body radiation, also called thermal radiation. Thermal radia-
tion creates a broad spectrum from the far-infrared up to the ultraviolet. However,
at both low and high ends of the range the thermal radiation intensity drops off
dramatically because their peak intensity is typically in the infrared range. The
thermal radiation source can only give incoherent light. In the infrared, visible and
ultraviolet spectral ranges, lasers are normally utilized. For some lasers can deliver
coherent and also tunable radiation, as well as short pulses. In recent years, the
development of new technologies have allowed the spectral range of synchrotron

radiation to extend down to the far infrared range.

Generally electromagnetic radiation is detected by its interaction with matter.

The principles used for radiation measurement devices includes the photoelectric
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Figure 2.1: Ranges of the electromagnetic spectrum in which the different radiation

sources are applicable. Adapted from [119] Page 211.

effect, the thermal effect(heating), luminescence and photochemical reactions. In the
low frequency range, from DC to GHz range of frequency, semiconductor devices are
used, Schottky diodes for example. For higher frequency ranges, thermal detectors
are used, such as Golay cells and bolometers. These thermal detectors can operate
up to a few THz. The infrared range is covered by pyroelectric detectors. As for even
higher frequencies, in the visible and ultraviolet spectral ranges, photomultipliers
are extremely sensitive and widely used detectors. Details of the different detectors,

their principles and their advantages can be found in many books.[120] Fig. 2.2
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shows the commonly used various detectors and the their roughly covered frequency

ranges.
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Figure 2.2: Operating frequency ranges of detectors. Adapted from [119] Page 213.

For any measurement system, propagating electromagnetic waves are necessary.
For very low frequency, the applied current flows in the conductors and the electro-
magnetic waves propagate along the conductor, such as wires and cables. In the kHz
and MHz range of frequencies, coaxial cables are widely used. The sizes of coaxial
cables varies depending on the different application range of frequencies. Recent
progress has made coaxial cables available up to 100 GHz. In the microwave and

millimeter wave range, striplines and waveguides are generally used to propagate
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electromagnetic waves. From the infrared through the visible up to the ultraviolet
spectral range, the electromagnetic waves is transmitted like visible light, via free
space or in optical fibers.

Although the structures guiding the electromagnetic waves differ very much, the
general principles of wave propagation are always the same. As far as wave propa-
gation is concerned, all structures and even free space, can be discussed within the
concept of transmission lines. Maxwell’s equations can fully describe the propaga-
tion of electromagnetic waves in a transmission line. However, it is not necessary
to actually solve the wave equations with the boundary conditions each time. The
more convenient and commonly used characteristic parameter is the impedance Z.
With the impedance Z the wave propagation can normally be discussed in a manner
independent of the particular guiding structure.

At different parts of the electromagnetic spectrum, the measurement methods,
the hardware and the means of propagation of the electromagnetic radiation are dif-
ferent. One way to classify the different measurement methods is from the interac-
tion of electromagnetic radiation with the material under study. Through this point
of view all the different methods can be classified into three categories: single-path
method, interferometric techniques and resonant techniques.[119] For each category,
the system setup differ depending on the detected frequency.

The name of ”Single-path” itself tells us this method light interacts with matter
only once and the experiment samples the change of the electromagnetic wave. For
example, the light is reflected off the sample surface or transmitted through the
sample. Normally some of the radiation is absorbed. Then from the quantity that
is absorbed the properties of the material can be determined. This simple method
can determine the phase change of the radiation and the attenuation in power due
to the interaction. However, only at low frequencies(i.e. at long wavelengths) can
the phase change be obtained. For higher frequencies, we can only determine the

attenuation in power.
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Interferometric techniques compare one part of the radiation, which undergoes
interaction with the material(i.e. reflection from or transmission through the mater-
ial), with a second part of the signal, which serves as a reference.[119] This definition
tells that the interferometric technique is a comparative approach. Then the mutual
coherence of the two compared radiation beams is crucial. Through this method,
the complex response of the sample can be determined since the interference of two
beams is sensitive to both the change in amplitude and in phase upon interaction.

Another technique is the resonant technique, which has very high sensitivity.
For this technique the electromagnetic waves interact with the material multiple
times and the electromagnetic fields are established inside a resonant structure. By
observing the two characteristic parameters of the resonance, i.e. the resonance
frequency and its quality factor, both the real and imaginary components of the
electrodynamic response of the sample can be determined.

All methods mentioned above have advantages and disadvantages. Resonant
techniques have very high sensitivity due to the multiple interactions with the sam-
ple. The quality () can characterize the sensitivity. Normally for a resonant structure
of quality @, the electromagnetic radiation bounces approximately () times from the
surface of the sample. So higher ) brings higher sensitivity. The cost of the high
sensitivity is a narrow bandwidth. The resonant techniques is not a broadband
technique. Compared to the resonant technique, the single-path and interferometric
techniques have lower sensitivity, but they are both broadband techniques, which
means they can investigate the properties of samples over a wide frequency range.
If there is a significant change in the measured parameters, single-path arrange-
ments are preferred due to its simplicity. Interferometric techniques offer increased
sensitivity and precision, but normally are more complex and expensive to produce.

Of course, the different path arrangement can be combined sometimes. This
gives rise to a variety of measurement arrangements. Here as a brief summary, I am

not able to discuss everything in detail. The relevant knowledge can be found in
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many books, such as[119].

2.2 Impedance Measurement in the Microwave

Frequency Range

Surface impedance measurements at microwave frequencies have provided important
information about the fundamental properties of the superconducting state. The
microwave penetration depth measurements on single crystals have provided impor-
tant evidence in the effort to determine the symmetry of the order parameter in high
T, materials. Microwave measurements also provide a very stringent test of sample
quality, and therefore are helpful for improving the quality of these materials, and
are important to separate intrinsic and extrinsic effects in these complicated mate-
rials. In addition to the fundamental aspects, microwave measurements can also be
used to help develop a general phenomenological picture of superconductivity in the

absence of a fundamental theory.[93]

Another reason to focus on the microwave properties of superconductors comes
from their applications. Since the discovery of HTSC materials, the possibility of
obtaining superconductivity in the liquid nitrogen temperature range has excited a
series of commercial applications because of their relatively low cooling cost. One
significant application of HTSC is in the area of microwave passive components, i.e.
resonators and filters. Compared with devices fabricated from normal metals, HTSC
devices have lots of advantages, such as lower rf-losses, and smaller denser circuits
for a given performance. HT'SC material can also form the basis of highly sensitive
IR sensors and be used as magnetic shielding.[121] Another application of HT'SC is
to make high-field magnets. Whereas the H. of HTSC is large, current available
commercial HT'SC magnets generate only 17" of magnetic field. A clear picture of

the properties of HT'SC near T, is required for the application of high field magnets
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within the liquid nitrogen temperature range. Microwave surface impedance mea-
surements are important for us to address this issue, to get a deep understanding of
the HT'SC material, and finally to utilize these materials for applications.

Most of the conventional microwave measurements of the surface impedance
use resonance techniques. As we already mentioned, the resonant techniques can
provide a very high sensitivity of the surface impedance as a function of parameters
such as temperature or magnetic field, but they are not broadband and are limited
to at most a few discrete frequency points, and therefore can not provide much
information on how the surface impedance varies with frequency. Sometimes the
frequency dependent properties are required, for example the behavior of a system
at many different frequencies will provide a much more stringent test of a theoretical
model.

Broadband measurements take non-resonant techniques and typically measure
the transmission or reflection of a microwave signal incident on the sample. The
measured quantity is typically a voltage, not a frequency, thus broadband measure-
ment are normally much less sensitive than high-Q resonant measurements. Besides
in order to accurately measure both the real and imaginary parts of the response,
one must use phase-sensitive measurement techniques, which become increasingly
more difficult as the measurement frequency increases and the signal wavelength
becomes much smaller than the measurement apparatus.[93] However, since they
do not use a resonant mode, there is much more freedom in choosing an operating
frequency in these experiments.

The early microwave transmission measurements on superconductors employed
the wave guide method, and some of the most important work were carried out
by Glover and Tinkham.[122] The measurement system describ